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Abstract—Integration of disparate information resources has long been a research topic. Semantic approaches can help significantly by allowing expression of concepts divorced from syntax and allowing rich, structured meta-data to be published in a form that is amenable to machine processing, reasoning and inter-domain concept mapping. However the creation of mappings, especially in a dynamic federation of autonomous entities is time-consuming and vulnerable to brittleness and high maintenance costs due to change at many levels in the system. In this paper we propose an approach to managing change and maximizing mapping reuse by building explicit models of the federal relationship context of mapping deployment. These descriptions enable automated support for mapping reuse suggestions and ease discovery of relevant mappings due to changes at the federation, peer domain, shared capability or local model levels.
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I. INTRODUCTION

Consuming data from multiple, heterogeneous sources and mapping it to a common representation or model is a common requirement of enterprise IT systems. For example, production scheduling and planning systems often need to import data from a wide-range of diverse suppliers’ systems and map it to a common internal schema in order to enable consistent and coherent enterprise-wide views. Semantic descriptions, for example using OWL-RDF vocabularies or ontologies, can help significantly by allowing rich, structured meta-data to be expressed in a standardised syntax. However, even assuming the existence of full semantic descriptions, a considerable number of challenges remain in order to achieve real semantic inter-operability. In particular, the semantics of imported data must be mapped to the appropriate internal schema and these mappings must be maintained over time.

Research in semantic interoperability has tended to focus on the expression of semantic mappings and has tended to ignore the problem of dealing with the dynamism of both the data and the schema that is characteristic of real-world integration problems [1] and the variability of adherence to publication guidelines by different sources, even where they are formally specified. The “semantic drift” of real world systems introduces new requirements for efficient consumption of the distributed data even when centralized, local models are used to mediate consistent data integration for local use. Once multiple autonomous sources are being considered, individual publication characteristics such as schema versioning or implementation quirks increase variability further. For systems that must deal with sustained consumption of information over time, even from a single publisher, semantic divergences tend to increase. Even if idealized mappings that changed appropriately over time were developed, the problem of adequately scoping their applicability in the presence of the diversity of publication behaviors remains, even when applied to common ontologies. For example, if we are importing datasets from two domains that use the same schema, but one of them changes their usage of a particular field, we need to be able to apply this change not to the imported schema, but to the particular instantiation of the schema in that domain.

The multi-factorial nature of dataset dynamics can create an explosion in the number of mappings to be deployed and managed, if the variable scoping of changes are not adequately captured by the mapping model. Yet current research focuses almost exclusively on the generation of mappings. New approaches are required to control change and keep the system up to date and working effectively in the presence of this variability. The practical experience of the database community shows that the creation [2, 3, 4, 5, 6] of transformation code or mappings is a complex and time-consuming task. Thus the description, discovery, tracking and most of all the re-use of existing mappings are of critical importance for integration or consumption of distributed data-sets [7]. Supporting faster and more frequent reuse of mappings could result in cost savings, enable runtime integration, leverage network effects and ultimately produce more flexible and effective systems in a world-wide web of structured data/knowledge [8]. One proven approach that supports maximizing mappings reuse, again from the large-scale database community [7], is to maintain suitable meta-data about the mappings themselves. Given the problem of managing change in a known domain of interest, rather than green-field integration of disparate information sources, it is important to note that there are enormous commonalities across the mapping sets required and hence reuse and appropriate refactoring of mappings can bring great benefits.

What are the appropriate sources of mapping meta-data in such a system? An analysis of the lifecycle of a specific ontology mapping [5] helps a user to understand the decisions and constraints involved in mapping creation or deployment, e.g. is the method used to select mapping candidates
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appropriate for the reuse scenario? [9]. Such meta-data can facilitate the discovery and thus reuse of ontology mappings [2, 3] Support for automated reasoning about mappings, e.g. mapping classification, can also help with tool support for reuse decisions. Capturing mapping deployment context, an area largely ignored by current mapping meta-data, is very likely to have a big impact on realistic reuse decisions and could aid precise mapping discovery, thus increasing the chance of reuse. An important source of such context is the federal or inter-domain relationship that underlies the data consumption. Are there a set of pre-existing mappings deployed in that multi-domain federation? Have we relevant past experience of consuming data from that specific federation member entity? Does the specific information resource or service being consumed have known mappings, behaviours or constraints associated with it? How are specific mappings deployed as executable code, gateways or logical statements or rules and can these be re-used at a level of granularity that is finer than that of an individual concept or property correspondence expression? These questions are more specific and hence more revealing than the usual concentration on vocabularies, ontologies, datasets [10], mapping domain background knowledge or even schema-level co-reference identification [11].

Consideration of the preceding issues leads to the research questions: Is it possible to enable consumption of data from multiple heterogeneous, noisy sources in a way that tends to minimize re-integration effort over time? Can models of mapping context that include meta-data on federal relationships assist in this process? What partitioning or structure of federal relationship context models will grant us the flexibility to deal with relationship change over time?

It is our belief that relationship context should be treated as a first class entity, held and managed separately from any information describing the mappings required to use shared capabilities themselves. In addition, it is our belief that managing the relationship context separately will bring benefits to the process of maintaining local data integration with remote information capabilities in the presence of both local and remote change. As most change takes place within known relationship contexts and many new relationships take place in existing federal contexts, there is a huge potential for reuse. In addition, by maintaining mapping state, mapping lifecycle information and meta-data related to executable mappings, it helps to make re-use easier and thus more likely.

Thus we extend our previous work [12] on a Federal Relationship Manager (FRM), see section V below, that maintains models of inter-domain relationships and their constituent external concepts such as capabilities (abstractions of information resources or information access services), domains and federations. Mappings of external capabilities to internal models are also maintained, along with relationship context, mapping lifecycle and executable mapping meta-data that facilitate the management and reuse of mappings in the presence of change. This means that relationship meta-data can be automatically generated and maintained for all mappings and that semi-automation or tool support is available for the process of maintaining data integration in the presence of change. For example, the FRM can automatically generate suggested mapping sets when a new capability import event occurs, simply by searching the set of available mappings and knowing the originator and the federal relationship context of the request. Our approach also facilitates the development of mappings independently of the data access service method, e.g. SPARQL endpoint vs RESTful, and the reuse of data-access service configuration details across multiple capabilities within one federation, domain or relationship context. In addition, in this paper we introduce support for “transformers” which realize executable mappings in our architecture.

The rest of this paper is structured as follows: section II provides a brief use case to motivate the work, in section III a set of requirements are derived for the desired system, then section IV provides a brief survey of existing solutions in the semantic integration and mapping re-use space, the main contribution of the paper is outlined in section V which details the approach and models used to apply the Federal Relationship Manager to semantic integration with efficient reuse of mappings and executable mapping components, in section VI we provide a snapshot of our prototyping activities to data and finally section VII provides some conclusions and plans for future work.

II. USE CASE

We propose a business intelligence application that regularly scrapes semi-structured information from the web, converts it to a structured form with explicit semantics, such as RDF or OWL, and also gathers structured information or knowledge from a number of business partners (resellers, suppliers) and wholly owned subsidiaries. Each of these information or knowledge streams exists, to a greater or lesser extent, within a specific relationship, with a known scope, typical terms of engagement or data access and a history of observed behaviors.

Within the application there is a number of evolving internal models or views that are selectively combined with aspects of the external information to extract business intelligence used for predicting behaviors or influencing local decisions. These model combinations are enabled by a set of schema-level mappings between the local and external models and a set of transformers (executable mapping components) used to transform instances of one schema or ontology into another. An inter-domain adaptor or gateway is formed from a set of transformer instances.

The presence of change at multiple levels – internal models, external models and external relationships - creates important challenges for maintaining a system like this, especially in an efficient manner that re-uses the existing effort in building mappings and transformers.

III. REQUIREMENTS

We divide the system requirements into two aspects – managing change at the level of a relationship and maximizing reuse. The resulting challenges are outlined below.

A. MANAGING CHANGE AT THE LEVEL OF A RELATIONSHIP

Given access to sets of internal models, external capabilities (capabilities are abstractions of information resources or information access services), mappings between them, ways to
execute or instantiate the mappings and known federal relationships, leads to the following challenges:

- Can we relate a mapping to a relationship in a way that facilitates mapping reuse?
- How do we relate a capability to a mapping set? (This enables the ability to efficiently discover and deploy the set of mappings required for a capability.)
- How to best relate a mapping to its execution method?
- Is it possible to automatically generate mappings and transformers when a federal partner shares a new capability with us?
- How do we relate a change in a relationship shared capability set to a potential change in a mapping set?
- What are the important relationship states or the relationship lifecycle phases that are relevant to managing relationship change?

**B. Maximising Re-use**

The primary reason for tracking lifecycle and mapping context is to maximize the potential for reuse of this important resource and thus ease integration of new sources with at least partially familiar contexts and to enable re-integration of sources with semantic drift. There are several levels on which there is potential for reuse and these must be supported by any viable approach:

- Reuse of data access service configurations, credentials or locations across relationships, domains or capabilities within a federation. For example [11] describes how “the discovery problem is determining which SPARQL endpoint(s) to consult in answering a given query.”
- Reuse from the set of all mappings available to us. How do we maximize re-use in the context of a given system/FRM deployment? a FRM Domain? a Relationship or a Capability? How does mapping reuse at the level of vocabularies and data-sets fit into this? Ideally, it would be advantageous to be able to apply mapping rules in a cascading manner upwards from capability→relationship→domain→federation→FRM instance.
- Reuse of executable mapping components, which we call transformers. These components implement complex mapping logic, often for individual properties or concepts, in a variety of representations that may vary between Java code to sets of formal logic declarations.
- The availability of suitable tool and process support for reuse tasks like mapping discovery or automated mapping meta-data generation is also an important factor.

**IV. EXISTING SOLUTIONS**

Systems or data integration is a fundamental issue for any deployed information system and hence is a long-studied topic. In the brief discussion that follows we focus on approaches to semantic integration, which is integration at a conceptual rather than syntactic level and the related issue of re-use of integration artifacts such as mappings, code, gateways and so on. To our knowledge there is no related work on relationship modeling as a source of context for semantic integration or as a means to maximize reuse of integration artifacts.

**A. Application of Ontologies to Data Integration**

Ontologies, when used as a means to express a machine-processable shared conceptualization or model of a domain, are a natural aid to semantic integration once there are suitable technologies and tools available (c.2000 for widespread systems). However ontology heterogeneity, even within a common domain, is a large problem, especially for federated systems. For much of the last decade the semantic mapping community has concentrated on methods to identify concepts in independently developed ontologies that relate to one another [13]. Nonetheless there has also been significant work to date on complete system solutions for semantic integration:

1) Early Studies

With Observer in 2000, Mena et al. [14] introduce a centralized architecture based on wrapper ontologies expressing the contents and capabilities of distributed repositories to support RDB-like queries across the federated system. The early use of description logics to describe the information resources was significant, as was the central role played by mappings, but ultimately the type of federation envisaged is more like corporate federated databases, which can support a mix of limited local autonomy and ultimate centralized control. This is very different to the loosely coupled and entirely autonomous federated systems we aim to support.

Conceptually, the approach of defining “upper ontologies” and using these as generic bridges between models is attractive [15] but the practical aspects of developing such large and widely agreed models has meant that little progress has been made on this method in realistic, open systems.

Bockting [16] introduced a more general “semantic translation service” architecture in 2004 that aimed to utilize ontologies and early semantic web technology to translate arbitrary message exchanges between entities. However he identified the immaturity of semantic mapping technology, even at the level of a lack of agreed mapping representation formats as a large issue. At around the same time, Jain and Zhao [17] proposed an integration approach that utilizes web service interfaces as a solution to the system heterogeneity issue and ontologies as a solution for semantic heterogeneity. However once again the focus is on uniform query processing and this approach side-steps the issues of mapping creation, maintenance and evolution and ultimately re-use, despite the centrality of mappings. The overhead of mapping creation and management for semantic integration is seen as a necessary and manageable cost in these systems and there is no specific consideration of the dynamic nature of real world information repositories [1, 7].

2) Linked Data Developments
In a 2009 DERI technical report [18] on the anatomy of a linked data application the issue of data integration for applications consuming linked data (structured or semantic data published on the web) is mentioned, but the underlying assumption seems to be that either the logic applied to this data is going to be so lightweight or an absence of local models reduces the integration problem to one of interlinking within the public data cloud itself. In fact consumption of the often loosely structured and highly heterogeneous linked data cloud with many publishers raises many semantic integration issues (unless relying on a single data source) [11]. Chief among these is the identification of co-referents, due to lack of a unique name assumption in OWL and the realities of a decentralized, web-scale publication model. Nonetheless, in terms of reusable mappings this is a first order issue and the challenge of semantic integration with linked data systems will be with us for some time to come.

3) Emergent and Probabilistic Semantics

Within the agent research community the concept of a totally open system with negotiated or agreed semantics from first principles is a long held goal. However we do not consider such systems as likely or usable for practical applications in the short term. Despite this, there are relevant approaches, such as dynamic selection of ontological alignments that have emerged from research in this domain [19]. In addition there is important recent work on emergent semantics for web-scale distributed systems [20] that argues that, given the scale of the integration problem (for example in terms of numbers of mappings required) and the inherent dynamism of such a system, nothing more than a current best estimate for each mappings is attainable. An acceptance of change at the centre of such a system reinforces the importance of providing mechanisms to manage this. This probabilistic approach contrasts with our own by admitting a loss of fidelity while ensuring greater flexibility. In future work it will be important to quantify the overheads, advantages and limitations of these contrasting approaches and perhaps see if there is a hybrid approach possible that will take the best of each.

B. Mapping Software Re-use

Typically the development of executable code to automate mappings, which we call transformers, must be developed ad-hoc, by domain experts, and this process is expensive [4]. Furthermore, the data transformation code is often very similar to existing code and reusing this code could provide a great benefit [7]. The issue of reuse is therefore important. In [21] it is stated that “reusability implies some management of build, packaging, distribution, installation, configuration, deployment, and maintenance and upgrade issues”. It is therefore important to follow some methodology to provide reusability. A six phase methodology is described in [22], with one of the phases being “Acquiring, instantiating, and/or modifying existing reusable components”. The Transformers system that is part of our approach is intended to assist with this phase, by associating executable code with semantic maps in a structured way. By reasoning over the ontologies that have been associated with the executable code, it is hoped that reusable elements of the executable code can be discovered.

V. THE FEDERAL RELATIONSHIP MANAGER

A. Overview

The Federal Relationship Manager (FRM) [12] is a software system designed to manage dynamic relationships between autonomous domains within and across organizations. It manages the lifecycles of these relationships and enables capabilities to be imported and exported between related domains. Capabilities incorporate cryptographic credentials and URI references to RESTful services which provide semantic descriptions of the schemata and the set of data access services that the capability represents. Imported capabilities can be associated with executable semantic mappings – mappings which are applied automatically to any data consumed from the source represented by the capability – providing automation support for the mapping of heterogeneous data sources to a common internal model. The FRM provides extensive support for the construction and distribution of secure, fine-grained data access policies between peered FRM instances, it can equally be applied to open data sources – simply by defining a domain within an FRM to represent the data-provider and allocating a capability to that domain that identifies the data-access modality and URL. This allows the FRM’s semantic mapping management features to be applied to the data-source.

![Figure 1. Models Maintained by the Federal Relationship Manager](image)

The FRM has been designed with the requirements outlined in section III in mind, that is supporting management of change at the relationship level, and maximizing the opportunity for reuse. FRM maintains a set of internal models to support the management of the lifecycle of these relationships and the capabilities and mappings that are imported and exported between them. Figure 1 above shows on the left hand side the main models maintained by the system.

- The domain model captures the relationships between domains (hosted both locally and on remote FRMs).
- The capability model provides semantic descriptions of capabilities exported by local domains and a data access service providing capability comparisons – which is a key enabler of management delegation.
The Mapping life-cycle model captures a wide range of meta-data associated with a particular mapping and is optimized to encourage re-use of mappings.

The executable mapping (transformer) model defines automation processes for data made available through imported capabilities – it supports the definition of both schema transformation and onward process integration – allowing data imported from remote data sources to be automatically mapped to internal format and incorporated into internal process workflows.

The relationship lifecycle evolves according to a Finite State Machine model, which can incorporate the negotiation and exchange of sharing policies and schemata. Figure 2 below shows the portion of the FSM that deals with relationship instantiation.

These models, between them, describe the evolution of the various inter-domain relationships and provide life-cycle management support to the administrators of those domains. The evolution of imported datasets, internal models, relationships and mappings is an integral part of the system.

## B. Modeling Federal Relationships as Mapping Context

The set of models that the FRM contains allow imported data to be associated with mappings that operate on a variety of scopes, by associating mapping meta-data with model components. Specifically, mappings can be specified that operate at the system level, the remote-domain level, the local domain level, the relationship level and the capability level.

- **System scoped mappings** allow administrators to specify that a particular transformer should be applied to all imported capabilities that match a given schema. For example, we may wish to map all location data to a particular internal format. Specifying mappings for the various common internet geo-location standards at a system level achieves this without any need to replicate the mapping for particular sources or capabilities.

- **Remote-domain scoped mappings** allow administrators to specify that particular transformers should be applied to all capabilities imported from a given domain. For example, if a given provider uses a certain field in a schema in a non-standard way, this can be specified a single time in a remote-domain scoped mapping.

- **Local Domain scoped mappings**: FRM domains represent local organizational units (divisions, teams, etc..) that have some degree of management autonomy. These mappings allow administrators of local domains to specify their own domain-specific mappings.

- **Relationship scoped mappings** allow the specification of mappings that will apply to all capabilities imported by a particular local domain from a particular remote domain.

- **Capability scoped mappings** allow mappings to be specified that apply to only a particular imported capability (representing a particular remote data source).

The mappings defined for any given data source are applied in a layered manner in the above order – each mapping can either replace or modify the above mappings, producing a composite transformation on imported data as output. The combination of layered mappings and the variety of scopings can greatly improve the efficiency and convenience of dealing with dataset dynamics in many common situations. For example, if we are importing data that uses a particular standard schema from a number of different sources, and one of them happens to make a minor modification to their interpretation of a particular field, we can create a mapping that simply changes the mapping applied to this particular field and give it a remote-domain or capability scope. We do not have to create a new full mapping and our model incorporates the underlying connection between the flavors of the imported schema automatically.

## C. Relationship Lifecycle Finite State Machine

The FRM incorporates support for the automated or semi-automated generation of mappings as part of its relationship lifecycle management functionality. When a new relationship is created with a remote domain, if a schema describing the data services provided by that domain is available, the FRM...
can be configured to invoke a mapping generation process that will attempt to apply existing mappings to the imported data. When a new capability is imported, the FRM will attempt to use the capability description service (whose URL is included in the capability) to generate an appropriate mapping from existing ones.

The inter-FRM protocol, implemented as a RESTful API, also supports schema negotiation between domains managed by different FRM instances. Relationships are requested by making an Offer call to a remote domain. The payload of this offer can include a semantic description of the data-services provided by the domain. Figure 2 below shows the finite-state machine that governs the relationship negotiation between remote domains. Its design ensures that, in order to activate a relationship, a synchronous accept response must immediately follow an offer – by sending a defer response, a domain may make a subsequent counter offer, thus enabling support for negotiation of schema and relationship rules.

**D. OM²R, a Mapping Lifecycle Model Supporting Reuse**

![OM²R Diagram](image)

Figure 3. An overview of OM²R

OM²R (fig. 3) is designed as an independent meta-data layer describing mappings which means that it can simultaneously describe mappings created by a number of mapping generation systems. Its deployment concept is illustrated in figure 3. The lowest layer of the figure contains the ontologies which are the subject of mappings. The middle layer contains the mapping representations which specify the specific correspondences between the addressed ontologies. Any suitable mapping representation can be used like a rule based notation, XSLT or an OWL document. The highest layer is used to model meta-data independent of any specific mapping representation. The meta-data layer is composed of concepts, properties and individuals and provides a common vocabulary for documenting mappings. The highest layer concepts can be flexibly linked to the individual mapping representations or transformers that implement them.

The mapping context field is populated with the federal relationship properties illustrated in figure 1: isRelevantTo and isAppliedTo, these respectively link FRM domain/federation and capability models with OM²R mapping lifecycle models. These properties coupled with OM²R lifecycle meta-data allow tracking of which mappings relate to which capabilities and in what federal or domain contexts over time. This supports mapping discovery and reuse within specific federal relationship contexts.

**E. Transformers (Executable Mappings) Meta-data Model**

Transformers are used to realize executable mappings in our architecture. Transformers are described as instances of OWL classes. They combine executable code describing data transformations, with metadata to describe the nature of these transformations. This metadata helps us identify when the transformation can be re-used in a new mapping task. Transformers are referenced within the OM²R model as instances of ontology mapping representations. The following meta-data is recorded in each Transformer instance:

<table>
<thead>
<tr>
<th>Metadata Field</th>
<th>Recorded In</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs</td>
<td>esm:usesProperty property of DataSource</td>
<td>An rdf:Property reference for each of the inputs of the transformer</td>
</tr>
<tr>
<td>Outputs</td>
<td>esm:usesProperty property of DataTarget</td>
<td>An rdf:Property reference for each of the outputs of the transformer</td>
</tr>
<tr>
<td>Heterogeneity Type</td>
<td>esm:correctsHeterogeneityType property of Transformer</td>
<td>The type of heterogeneity this transformer resolves. There are twelve broad types of heterogeneity, as identified in [1]</td>
</tr>
<tr>
<td>Language</td>
<td>esm:usesLanguage of TransformFunction</td>
<td>Language used in the transformation function. Eg. Python, XSLT</td>
</tr>
<tr>
<td>Dependencies</td>
<td>esm:dependsOn property of Transformer</td>
<td>A reference to any other Transformers that must be run before this one – the inputs and outputs of transformers may be chained together</td>
</tr>
<tr>
<td>Date of Creation</td>
<td>esm:created property of Transformer</td>
<td>An xsd:date recording the time the transformer was created</td>
</tr>
<tr>
<td>Previous Versions</td>
<td>esm:perviousVersion property of Transformer, DataSource, DataTarget, or TransformFunction</td>
<td>A reference to any deprecated Transformer this one replaces</td>
</tr>
</tbody>
</table>

---

*1 The esm namespace refers to [http://kdeg.scss.tcd.ie/ExecutableSemanticMappings](http://kdeg.scss.tcd.ie/ExecutableSemanticMappings)*
VI. PROTOTYPING TO DATE

A. FRM Prototype

Figure 4. FRM Prototype Domain Management Interface

Figure 4 shows a screenshot from our FRM implementation. It allows domain administrators to manage the integration of data and services from multiple independent sources. The nodes in the diagram represent domains, while the lines represent relationships between domains. An FRM instance can manage multiple local domains (green nodes) and their relationships with other domains which may be hosted on remote FRM instances (blue and black nodes). The relationship management services of the FRM include authorization management, and policy-based automation as well as semantic mapping. The services are accessed through a RESTful interface.

B. MooM – a Framework for Management of Ontology Mappings

Figure 5. The MooM Mapping Management Framework

An important gap in the state of the art is tools and methods to generate, maintain and apply meta-data for ontology mappings. For this purpose we designed the MooM framework for the management of meta-data for ontology mappings. It uses the OM2R model described above to model the mappings and their federal relationship context. Currently MooM consists of the components shown in Figure 5 and discussed below. Note that in the discussion the numbers referenced relate to the arrows shown in Figure 5.

MooM Management System: This system is the core of the framework. It provides a graphical interface for uploading and maintaining the relevant meta-data for ontology mappings. It is based on the modular content management system Drupal. A new Drupal module implementing a custom multi-page form was developed that enables a user to register an ontology mapping into the system (1) and to enter all necessary meta-data (4). Also an overview of all currently available mappings is provided.

MooM Analyser: All relevant meta-data fields can be entered manually by the uploading user. However, in order to simplify the editing process, a set of web services has been developed which analyses a given mapping or ontology in order to automatically extract relevant meta-data fields (2). These values are then shown in the form as default values (3) and can be checked by the editing user. For example, the web service getOntoLang() automatically identifies the language of an addressed ontology or getAuthor() returns the author of the mapping if previously specified. All web services are based on the JAVA web services framework AXIS 2.

MooM Exporter: All meta-data on ontology mappings is stored in a MySQL database. The MooM Exporter connects to the database (5) and transforms the meta-data into the OWL based OM2R ontology (6). By exposing the semantics of the meta-data in an ontology, they can be more easily reused and queried.

MooM Finder: This service is used to discover existing ontology mappings based on the OM2R ontology (7). With a set of appropriate SPARQL queries the MooM Finder can easily support 15 common mapping discovery tasks and custom queries allow full flexibility.

C. Executable Mappings Framework

The Transformer Framework is used at the lowest level of reuse and supports the work of the FRM. It is designed to allow executable code, for example relating to a remote repository access service, to be associated with individual semantic mappings. Each semantic mapping may also be associated with a set of reusable Transformer objects which perform the more low-level operations needed to share data between domains.

These transformers are based on the well known Decorator design pattern. In a Transformer object, functionality for extracting information from a source ontology is delegated to DataExtractor objects, all functionality for processing this information is delegated to a TransformFunction, and the transformed output is sent to a target ontology by a DataTarget object. Using this decorator design pattern allows us to easily store and retrieve Transformers as elements in an OWL Ontology. This facilitates reasoning about Transformer components to categorise them and to provide appropriate

2 http://www.drupal.org
suggestions for reuse or customization when a new mapping is deployed in a particular federal context.

![Transformer Structure](image)

**Figure 6.** Transformer Structure

### VII. CONCLUSIONS

We have presented a novel approach to generating context for semantic mappings to support their reuse in efficient semantic integration of multiple federated data sources over time. This is based on utilizing explicit models of the federal relationships to scope mapping deployments and hence likely reuse candidates. An additional level of reuse is ensured by connecting individual mappings to sets of executable mapping components called transformers that provide atomic instance transformation code that can be used by multiple mappings.

Central to the issue of consumption of data from multiple heterogeneous, noisy sources is the idea that there will be commonalities in the subject domain of interest, the autonomous domains involved and the federations or relationships that frame this consumption. Each of these axes of commonality gives a potential for re-use and hence efficient re-integration. Thus they are all considered in our mapping context models.

Due to a lack of experimental results at this time it is not possible to provide firm evidence for the claim that these federal relationship models provide useful context for reuse but given the phenomenon of semantic drift and the reports [1] of circa 80% static behavior by evolving data publishers it indicates at the very least a strong potential for reuse within the context of a specific consumer-publisher relations.

Dealing with relationship change over time is the ultimate motivating factor for this work since static (or pre-deployment) systems rarely exhibit the complexity that stems from systems evolution. Future field evaluations will have to report on this issue.
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